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1.0. Introduction

This document describes the theoretical basis of MODIS Atmosphere Level 3 (L3)
products. Topics covedanclude computational approasdand scenarios, subsampling and
gridding characteristics andaveats, the impact of Level 2 (L2) confidence flagsL3, and
finally a breakdown of the parameters and statistics computed in L3.

The fALevel 0 sedtoménotedroadjcategories oiIMODIS data products:
Level O (LO) denotes rawpectral channeatounts, Level 1B (L1B) denotes calibratedd
geolocatedadiances, Level 2 (L2) denotes orbisatath science products, and finally Level
3 (L3) denotes glddd-gridded science praogts.

All L3 MODIS Atmosphere products, retrieved from MODIS instrument and ancillary
data, are grouped into udgeiendly Hierarchical Data Format (HDF) files based upon the
platform (Terra or Aqua) and temporal period of collect{@aily (08 _D3), Eight Day
(08_E3), and Monthly (08_M3)).

Terra data usa MOD prefix in the HDHile name. Aqua data useMYD prefix. So,
for example, a Terra L3 Daily file would have aH filename prefix of MOD08_D3 and
an Aqua L3 Daily file would ave an HDF filename prefix of MYD08_D3.

The Terra overpass tina the equatois around 1030 local solar time in its descending
(daytime)modeand 2230 local solar time its ascendingnighttime)mode. The Aqua over-
pass time is around 1330 local solar time in ascen@iagtime)mode and 0130 local solar
time in descendin¢nighttime)mode

L3 Atmosphere products contain hundreds ok 1” global gridded Scientific Data Sets
(SDSs) or statisticsatived from the L2 products of Aerosol (04_L2), Water Vapor (05_L2),
Cloud (06_L2), and Atmospheric Profile (07_L2). L3 SDSs derived from Cloud Mask
(35_L2) related datareactually read from (duplicated in) the Cloud (06_L2) product, there-
fore the L2 Cbud Mask (35_L2) product isever read (directly) into L3.

MODIS atmosphere products are grouped as follows. Earth Science Data Type (ESDT)



names, used to identify each product by their HDF filename, are provided in parentheses.

Level 2 Products
A Aerosol Properties (04 _L2)
A Water Vapor (or Precipitable Water) (05_L2)
A Cloud Properties (06_L2)
A Atmospheric Profiles (07 _L2)
A Cloud Mask (35 _L2)
A Joint Atmosphere (ATML2)

Level 3 Products
A Daily Global (08_D3)
A Eightday Global (08 _E3)
A Monthly Global (08_M3)

Each Level 2 atmospheric parameter is retrieved at a spatial resolution determined by the
sensitivity of retrieval, not necessarily on a single field of view (FOV) basis of the MODIS
spedral band retrieval needed t@rform the retrieval. Resolutions &P science products
are at 1x 1, 5x 5, and 10x 10 km. Level 3 atmospheric parameters are computet>al’l
spatial resolution.

MODIS Level3 Hierarchical Data Format (HDF) product files have standardized file-

names that are detailed below.

Terra (AM) Platform:
MODD8_D3.AYYYYDDD.VWW.YYYYDDDHHNMIMSS. hdf

Aqua (PM) Platform:

MYDaOa_D3. AYYyYDDD WVYYYYDDDHH MbSS. hd f

MOD0O8_D3 = Earth Science Data Type Name
YYYYDDD = Data Year and Day of Year
VWV = Collection Version

YYYYDDDHHMMSS = Processing Date & Time
hdf = Suffix denoting HDF file

Note that: (j all timesareUTC times, not local times, and)(iihe MODO08_D3 prefix represents a daily L3
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Terra platform file. Daily Aqua platform files have the prefix MYD0O8 _D3. Eight day files havertfix
MODO08_E3 and MYD08_E3. Monthly files haveetprefix MOD08_M3 and MYD08 M3.

The Collectoniver si ono denotes a complete set of
comprehensive changes (updates) to the science algorithms. Collection 5 was campleted
calendar year 2006. Collection 6 is expected to begin in early 2009. Details on the changes
implemented in each Collection are availabletlie fiproduct® sectionof the MODIS
Atmosphere web siter(odisatmos.gsfc.nasa.ghv Occasionally significant updates are im-
plemented in the middle of a Collection. This is only done when a L2 or L3 operational al-
gorithm software bug is discovered that seriously impacts one or more of the Scientific Data
Sets (SDSscontained within a L2 or L3 HDF file. Scientists working with MODIS data
should always be aware of updates applied to the operational software (especially those ap-
plied in the middle of a collection)sedy vVvisit

tion of the MODISAtmosphere web site (see link above).

1.1 Approach

The Collection 5 L3 MODIS Atmosphere Daily Global Product contains nearly 700 sta-
tistical Scientific Data Sets (SDSs) that are derived fromsbi#ntific parameters read from
four Level2 MODIS Atmosphere Products: Aerosol, Water Vapor, Cloud, and Atmosphere
Profile.

The Collection 5 13 MODIS Atmosphere Eighibay and Mothly Global Products con-
tain over 90GstatisticalScientific Data Sets (SDS#)at are derived froratatistics within the
Daily L3 Global product only.

All statistics are sorted intd® k 1° cdls on an equaangle global grid (see section 2.0).

A numberof statistical summaries are compufedeach of these L3 producitdependig on
the parameter being considered. Statistics for a given measurement icligde:in

1 Simple (mean, minimum, maximumastdard deviation) statistics

1 Parameters of norahand lognormal distributions

1 Fraction of pixels that satisfy some condition (ectpudy, clear)


http://modis-atmos.gsfc.nasa.gov/

1 Histograms of th quantity within each grid box
1 Histograms of the confehce placed in each measurement
1 Joint Histograms and/or regressions derived from comparing one science parameter to

another, statistics may be computed for a subsetdhatiss some condition.

1.1.1 Time span

L2 MODIS data granules (input to L3 Daily) are always tist@mped using Coordinat-
ed Universal Time.Coordinated Universal Timis International Atomic TimgTAl) with
leap secondsdded at irregular intervals to compensate for Ehe r tslowing rotation.
These added leap seconds allBaordinated Universal Time to track theean solar time at
theRoyal Observatory, Greenwi¢MT).

Coordinated Universal Time is abbreviated UT(eTnternational Telecommunication

Union wanted Coordinated Universal Time to have a single abbreviation for all languages.

English speakers arfefenchspeakers each wantedé i ni ti al s of their res
terms to be used internationally: ACUTO for
Atemps uni verTtleils crooguwlothend®.ion t he final compr c

Each L2 MODIS granule (stored in a singd®F file) contains 5 minutes of data. The
time stamp (which is part of the HDF file name) shows the start of-thm&te data collec-
tion period. For example, a L2 MODIS granule (contained within a single HDF file) might
have a time stamp of 1430. Timeans the start time of data acquisition was 14:30:00 UTC.
The subsequent HDF granule would have a time stamp of 1435, which corresponds to an ac-
quisition start time of 14:35:00 UTC.

In Collection 051 and earlier, the Daily L3 product contaistdisticscomputed from a
set of L2 MODIS granules (HDF files) thgpanneda 24hour (0000:00 to 23:59:59 UTE
interval In the case where a L2 parameter is only computed during the daytime, then only
daytime files are read to compute thedi&tistics.

In Collection 006 and later, Daily L3 product contained statistics with tweaked time
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stamps (as much as 3 hours before the start of or 3 hours after the end of a GMT day) such
that data gaps and or data overlap near the (time and/or geogtapimcary are mitigated.
So in Collection 6 data, one will rarely see data gaps near the International Date Line or data
observed nearly 24 hours apart being mixed together. This provides a cleaner and clearer day
to day boundary in the stored HDF Dailgta.

The EightDay L3 product is computed from 8 consecutive Daily L3 product files. The
start date for the-8ay interval is always reset to Januatyat the beginning of each calen-
dar year, however the lastddy interval in each year is allowed toas over the first few
days of January. For example, the last edgyt interval for 2005 runs from 12/27/05 to
1/3/06, while the first eighday interval for 2006 runs from 1/1/06 to 1/8/06. Users should
note these days of overlap when evaluating a E&day product files that span several
years.

The Monthly L3 product is computed from the complete set of daily files that span a
particular month. There are never any days of overlap (like that which exists in thdagight

product).



1.1.2 Definition of Day change between Collection 5/51 and Collection 6

The use of the hardwired 2¥bur (00:00:00 to 23:59:59) UTC time stamp interval to
det er mi ne iaCofiedtiart 081 addaegrier caused 2 troublesq@nmublems. First
there was an every other day repeating pattern seen in the L3 Daily (08_D3) data/images.
This pattern showednaapparenfid at a gapo on one day, where
granules or sometimes a missing orbit near the Internatidetal Line. Then on the subse-
guent day there was fidata overl apo, wher e
were mixed in with the granules from the new dagffectively combining data observed
nearly 24 hours apart to be averaged together.s ddn be seen in Figutebelow. Figure 2
shows the same two days of data, except using Collection 6 data, which had the new C6

ADefinition of 1Bffedgielyepmidms (eéninatipg) thei peldem.
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Figure 1. Two consecutive days of Celition 51 MODIS data showing the orbital gap, tleebital
overlapproblem. This pattern repeats every 2 ddyand was caused by using a fixed 0000
2400 UTC definition of fADayo.

Aerosol_Scattering_Angle_Pixel_Counts 01May2011
120

MODIS/ Tema MODO08 D3.A2011121.006.2015052061 101 hdf none

Aerosol_Scattering_Angle_Pixel_Counts 02May2011
120

a0
| & 1Y A f
// 60
I 30
- ) 4
R |

MODIS/Tema MODO08 D3.A2011122.006.2015052084759.hdf none
Figure 2 The samewo cansecutive days of data shown in Figure 1 except this time depicting Collec-

tion 6 (C6) MODIS data showing the data gap and eNap problem (that was found in
C5/ C51 and earlier Collections) repaired by the

2.0. Gridding
All MODIS AtmospherelL3 SDSs are stored on an egaaglelatitude-longitude grid
(cf. Figure3).



Equal Angle Latd on Grid

"

Figure 3. A latitude-longituderectangulagrid.

The grid cells are 1° 2°, which means tht1ODIS Atmosphere L3utput grid is al-
ways 360 pixels in width and 180 pixels in height. An example of a MODIS Atmosphere L3
Scientific Data Set (SDShapped on a°1x 1° lattudelongitudegrid is shown in Figurd.

The L3 grid cell indexed (1,1) in the SDS is located at the upper left corner of the map

and corresponds to a grid box with boundaries of 89° to 90°N latitude and 179° to 180°W
longitude.

Atmospheric_Water_Vapor_Mean_Mean March 2006

=7.500

5.625

0.000

MODIS/Terra MODO08_M3.A2006060.005.2006244141643,hdf cm

Figured. An example L3 SDS shown in its native latitddegitude projection format.

The assignment of L2 pixels (to a L3 grid cell) that fall exactly on a L3 grid boundary is

performed using the following convention: L2 pixels that fakh@lky on the first whole de-



gree boundary 90°N (+90.0) latitude and 180%180.0) longitude are binned in the L3 grid
column and row #1. L2 pixels that fall exactly on the second whole degree boundary 89°N
(+89.0) and 179°W-{179.0) are binned in L3 gricblumn and row #2. The exception to this
logic occurs in the last L3 grid row (89°S to 90°S), which contains both whole degree lati-
tude boundary pixels&9.0 as well as90.0). There is no exception for the last L3 grid col-
umn (179°E to 180°E) since H0® and-180.0 represent the same physical location (these
L2 pixels are binned in the first L3 grid column).

An important property to note when considering L3 gridding occurs due to distortion in
the latitudelongitude map projection as one moves polewartde actual (real world) size of
each 1° x 1° grid box physically shrinks when moving from the equator toward the pole due
to the convergence of longitude lines on the globe (see Fyust the equator each 1° x 1°
grid cell is roughly 12,321 k#iin size, at the pole each 1° x 1° grid cell is only 107 km
less than 1/100the size.

Figure 5 Convergence of longitude lines produces shrinking of 1° x 1° grid cells tahambles

It should be noted that there is also a variation of pixel siz2 i(input) products due to
viewing (scan angle) distortion. For example, in 1 km (nadir) resolution L2 data, the L2 pix-
els expand due to view angle distortion when moving from nadir towards the limb (high scan
angles) of the MODIS scan (see Figuéeand7). These same distortion factors apply to 5

and 10 km native resolution L2 pixels.
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Growth of a 1km resolution L2pixel as afunction ofscanangle

This viewing distortion of L2 input pixels means that there are fewer L2 pixels to aver-

age in the computation of L3 daily statistics for L3 1° x 1° grid boxes that cover regions of

high sca angles in the L2 orbital products than for those that cover L2 orbital products com-

puted closer to nadir view. For multiday products, this effect is averaged out. It should be

noted that t
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regions are not as statistically independent as those computed with near nadir view pixels.
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So not only are there fewer L2 pixels to averaghiglh MODIS scan angles, but they are
less independent. A third impact is these high scan angle L2 pixels may be less reliable in
general as they are viewed by the sensor through more atmosphere, which complicates the
retrieval process. A fourth impact tisat they could have more inherent geolocation error
depending on the local terrain.

Figure8 shows the predicted orbital track (white lines) for the MODIS Terra instrument
for a given day in 2007. L3 gridding issues at the poles (due to very smaiinfasa.3
grid boxes) are exacerbated by MODIS orbital tracks that go no further north or south than
roughly 82°1 which means the pixels at the poles are always viewed at higher scan angles.
Also there are 16 overlapping orbits near 82° latitude (eaehraunghly 98 minutes apart)
that cause fiti me averagingo to occur for dail
is, they tend to be dailgveragestatistics), in contrast to those at rfaditudes (that typically

can be pinned down to within 20 minutes of a MODIS instrument overpass).

TERRA FREDICTED FPRSS MARC 7 D (ALL TIMES IW UTC) McLORS

Figure 8 Predicted Terra MODIS orbit tracks for a particuday (March 17, 2007).

In order to help visualize fypical distribution of L2 pixel counts that are used to com-
pute L3 daily statistics, a typical daily pixel count image is shown in Figur€his figure
shows the number of L2 pixels that typically go into the computation of statistics in each L3

1° x 1°grid cell for all (daytime only) aerosotlated (10 km resolution at L2) SDSs.
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Scattering_Angle_Pixel_Counts 01Jul2005

!z 140.000
105.000
70,0000

35.0000

\
HO 00000
MODISiAnqua MYD0S_D3.420051582.005.2006115133312.hdf  none

Figure 9 Typical global distribution ofdaily pixel counts (i.e.the number of L2 data pixels p&f x
1° L3 grid cell) for 186km re®lution L2 input products (e.g.,eeo®l derived producls
Note this is a daytime (ascending node) only product.

For 5 km (native or sampled) L2 products, the distribution would be similar; however
the counts would be roughly 4 times higher. Missing data that include orbital gap regions
andthe solar zenith angle coff region toward high southern latitudes (since this is a day-
time only product) is shown by the pure black color.

It is clear from Figure8 that over 120 L2 pixels were used to compute L3 statistics
for this SDS near nadir (tharight red color at mid latitudes) but fewer than 15 L2 pixels
were used near the edge of the scan (the light violet color next to the black orbital gap re-
gions at midlatitudes). Pixel counts for 10 km input products generally range from 0 to 121
(11 x11), and pixel counts for 5 km input products generally range from 0O to 484 (22 x 22)
pixels. Onedegree L3 grid cell #fApixel countso can e
where overlapping orbits and near nadir views intersect (typically aroundtB@ddq The
reduction of counts in the top few rows of latitudes (82° to 90°N) in Figusedue to the
reduction of L2 pixel counts due to high view angles (that make the L2 pixels larger) and
therefore fewer fall into a given (shrinking, due to Egytlometry) polar L3 grid cell since
one L2 pixel can only be assigned to one L3 grid cell.

So for thefirst andlast fewlatitude birs (88° to 909atitude), one hathe dual drawback
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of (i) very smdl (areawise) L3 grid cells containingmall population®f relatively large in-

put L2 pixels that overlap spatially (due to vianwgle distortion) in a single orbital passd

(i) multiple orbital passes (up to 16 on a given day) that take measurements of the region,
which causes the3 Daily data to be moreepresentative of a daily average ingtef a sin-

gle overpass snapshot.

One final property oE3 gridding users should be aware of is, in order to simplify the L3
operational production software, each L2 grid ceficeated or placed in the L3 grid cell
where its center latdelongitude falls within the L3 grid cell In cases where a larger
(view-angle distorted) L2 pixel actually cawe(or intersects) more thame1° x 1°L3 grid
cell, (a situation that typically occurs at high L2 scan anigleated over higér latitudes),
the L2 pixel is still only assigned (placed) in the single L3 grid cell where the geolocated
center point of the L2 pixel is located. Although this shortcoming is relatively minor in the
operational L3 software due to thaatively large 1 x 1°L3 grid size and the much smaller
L2 pixel size (Sor 10km at nadi view), when the code is us@dresearch modéo produce
products at higher resolutio®.0° x 0.1°for example), it can produce unwanted effects
where unnaturafigap® are introduced between adjaceri pixels, as illustrated in Figure
10.

Findly it should be noted that mosf these pixel count variation issues are mitigated in
the multiday (eightlay and monthly) products since the orbital gap positions sbift thy
to day,which allows data from subsequent days to fill in the previoussdggps. This will

tend to provide complete global coverage ovegériime periods (8 days or so).
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Figure10. A section of a Lloud top temperature image produced fad kesearch purposes @tl°® x
0.1° resolution clearly showing the pixel binning limitation in the operational L3 code for
grids finer than 1(the gridcurrently implemented in operations

2.1. Computation of geolocation in L2 atmosphere products

MODIS Atmosphere Level 2 (L2) HDF files always have geolocation arrays stored at ei-
ther 5km or 18km resolution. The Aerosol (04_L2) product containskf@Oresolution geo-
location and 14&km retrieval data All other Atmosphere products used as input ilBqWa-
ter Vapor (05_L2)Cloud (06_L2), Profiles (07_L2)¢ontain 5km resolution geolocation
and eitler I-km or 5km retrieval data.

Retrieval data fod0-km resolution L2 products like aerosolproperties argenerated
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from 10x 10 I-km L1B input pixels. The geolocation for these 2010km resolution prod-
ucts iscomputedby averaginghe geolocation for the fowentral(column, row) pairs: (5,5),

(5,6), (6,5), (6,6), as shown in Figur#.

[

Figurell. A depiction ofwhatl km pixels (orange) are used to computeki®resolution L2geoloca-
tion. Geolocation is computed from the 4 centr&ind grid boxes.

Retrieval data fob-km resolution L2 data productsis generated from 8 5 1-km L1B
input pixels. Retrieval data fdrkm resolution L2 data productsis computed at the native
1 kmL1B input pixel resolution. Fdr2 HDF files containindoth of these cases, theoie
cation isstored at &m resolution. The & 5km geolocation i€opiedfrom center(column,

row) pair: (3,3), as shown in Figur@.1

Figure 12 A depiction ofwhat1 km pixels(orange)are usedor 5-km resolution L2geolocation Geo-
location is copied from the center of thérh grid.
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Note that the 2 x 2-&m grid area(the outer boundary in Figur&jlmatches the 1Bm

grid area (theuter boundary in Figurgl) exactly.

2.1.1. Dropped pixels in Lproducts

One additional characteristic should be noted here. A MODIS scan is d365ikels
in width. For 5 and 10 km resolution L2 products, the last 4 pixels in each MODIS scan are
effectively dropped when performing retrievals (a-laench decision made ltlge L2 devel-
opment teams). For example, for 5 km cloud top property parameters, no retrieval is made
for the last 4 (hanging) pixels in each scan line. This also impacts the geolocation (latitude
and longitude) arrays where there is not geolocation ctedpar stored for the last 4 pixels.
To make this clearer, even though there are 13krh Dixels in a scanline, there are only
270 5km crossscangeolocation grid points and data retrievals #kn® L2 products (and
135 geolocation grid points and dagdrievals in 1&km L2 products). Therefore, in allén
and 16km L2 products (and L3 products derived from those L2 products), a very tiny
amount of potential data at the far edge of each MODIS swath is not used, however due to
the 1° x 1° averaging in3d, this is more of an issue inkBn and 16km L2 products than in

1°x1°L3.

2.2. Sampling

Sampling of L2 input data for computation of L3 statistecalways performed whenev-
er the inputL2 pixel resolution is at a differen(finer) resolution than the stored geolocation
within the L2 input product file.This occurs in all parameters noted by the red boxes in the
Table 1.

So for cases where L2 data are &ni resolution and geolocation is stored &nd, the
L3 software samips the 1km L2 data every'8column and every'8row. This ensures the
L2 data pixel matches exactly the stored geolocation. (Refer back to Figarel hote the
orangecolored 1 km pixel.) Note that starting in collection 5, this sampling convenis
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changed (see section 2.2.1 for details).

Table 1. L2 parameters that ammpactedby sampling (note that counts are approximated for nadir view
at the Equator).

Derived from Product L2 Data L2 . L2 Input Pixel Sampling (Maximum)

: . Geolocation K . Impact
Family Resolution ! per 1° L3 Grid Box (Equator)

Resolution

Qjmso' 10 km 10 km 121 out of 121 No
\é\éater Vapor 1km 5 km 484 out of 12,231 Yes
Cirrus Detection
06_CD 1km 5km 484 out of 12,231 Yes
Cloud Top Properties
06_CT 5km 5 km 484 out of 484 No
Cloud Optical
Properties 1 km 5 km 484 out of 12,321 Yes
06_0OD
g;mos"’here Profile 5 km 5 km 484 out of 484 No

There were three reasons why sampling d@sein the L3 production(i) it removed
the need to computgeolocation for all (input) -km L2 pixels, greatly simplifyinghe L3
operational software, (ii) fewer L2 pixels needed to be read and operated on, rabacing
operationakun and CPWime, and (iii) it was found that sampling causes minimal impact of

computed statistics at the operational L3 grid resolutiorf of 1°.

2.2.1. Sampling modification to avoid dead detectors

A software modification was introduced in Collection 5 (the latest MODIS Atmosphere
data version available as of calendar year 2008), which offset slightly the L2 data point sam-
pled. This patclonly impacts L3 data that are derived fraampledL2 data ad includes
Water Vapor (05_L2), Cirrus Detection and Cloud Optical Property (06 _L2) parameters (see
Table 1), all of which are computed and stored at 1 km resolution in the L2 files but are sam-
pled at 5 km resolution for computation of L3 gridded stasistic

In these cases, the geolocation matches then Jarea corresponding to the orange
square in Figured This corresponds to thekin pixel located in column 3, row 3. How-

ever, the actual L2 data are sampled from the blue square (1 km pixel locatdainn &,
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row 4). In other words, L2 data from MODIS detectors 4 and 9 are sampled (instead of de-
tectors 3 and 8) in the idktector set. This patch was necessary because in some critical
MODIS spectral bands on the Aqua platform, detectors 3 and 8 math(ttat is, always
contained missing data); so a shift to adjacent detectors was necessary to prevent many sub-

sampled products from being completely missing (fill values) in L3.

Frame #

Detector # Track & 12345 6748 910 1112 . . . 1354
! ! SCan
2 2
3 3
4 4
5 5
o [+
T T
& ]

9 o

10 10

_1 11

2 12
track

10 2030

Figure BB. A shift in the L2fisampling pixed for 5 km L2 input products as implemented to prevent
dead detectors from causing missing L3 data in Colle&i¢@range = Collectiort sam-
pling & the center of the 5 x &¢lumn 3 row 3), Blue = @llection 5 Sampling atcblumn
3, row 9 slightly off center of the & 5 grid box. In other words, irCollection4, L2 pixels
from detectors 3 & 8 were sampled; iml@ction 5, L2 pixels fom detectors 4 & 9 were
sampled.

The choice of which altermnaipair of detectors to pick [(1 &6), (2 & 7), (4 &9), or (5 &
10)] was made&o bothminimize errors in geolocation as well as inherent detector eribrs.
turned out that detectors 4 and 9 had the dual benefi) bEingimmediately adjacent to the
geolocation pixel so only & km geolocation error was introduceshd (ii) both deteairs 4

and 9were well behaved and had small residual errors when compared to avekages ta
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over the entire 5 x 5 km aré@reopoulos 20056

Even though thehange in start detector (from the 3rd to the 4th) was prompted by the
failure of AQqua MODISdetectors 3 and 8 in band 6 (1.64 um), thange was extended to
Terra data as well after a study showed that Terra detector pairs 4 and 9 provided the most
represendtive results over a 5 km grid ce®(eopoilos 2005 and it was thought that match-

ing the logic between Terra and Aqua versions of the L3 software was prudent.

3.0. Computation of L3 Daily Statistics

The quality ofa Level 2 product can b@) inheited from the L1B radiances, or)(ias-
sociated with the retrieval proces The pixelbased L1B validityflags comprising infor-
mation on dead and saturated detectors, calibration failure, etc., argnecem L2 algo-
rithms for determination of the radiometric status of each pixel. This information can pre-
vent further calculations from being performed éth ival i d L1B i npout datao
met by the given algorithm. The granddeel (L1B) QA metadata providsummary infor-
mation for valid and saturated Earth view observations, and can be useful in screening a
granule of data. Details about MODIS L1B QA flags can be famt¢he MCST web site
(www.mest.ssal.biz/L1B/L1B_do}s The structure and information content of MODIS At-
mospherd.2 runtime QA are dailed in the QA Plaravailable on the MODIS Atmosphere
web site (nodisatmos.gsfc.nasa.gov/reference_atbd)php

It should be noted thauntime QA flags are only found in Level 2 (L2) Atmosphere
products. Level 3 (L3) Atmosphere products containrun@time QA flags however L2

runtime QA flags are used L3 to compute (aggregate aQuh weight) statistics in L3.

3.1 Aggregation and QAweighting of statistics
All L3 products (Daily, EightDay, and Monthly) make use of Aggregation and QA
weighting cgabilities. Aggregation and QA weighting information is read in from and based
upon L2 (input) QA bit flag SDSs
It should also be noted that L3 statistics can ki bggregated and QA weightedvir
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ever only a single aggregatiamd/or QA weightingcan ke performed for any given output

L3 SDS (a limitation in the L3 operational software).

3.1.1. Aggregation of statistics based on physical properties

For some parameters, it is @ildeto aggregate results into L3 SDSs based on a physical
characteristic of the paraneetor of the sceneAggregation refers to the ability to separate
L2 input pixel information into various scientifically relevant categories such as liquid water
cloudsonly, ice clouds only, daytime only, nigime only, clear sky only, dusty scene only,
smoky scene only, etcThis aggregation utilizes LARuntime QA Flagsthat are designed
to convey information on retrieval processing path, input data source, dwmaeteristics,
and the estimated quality of the physical parameters retrieved. In addition, this broad group
of flags also includs Cloud Maskl&gs (initially derived at X 1 km resolution) that may be
recomputed at the spatial resolution of the L2 retrieval for the determination such scene char-
acteristics as cloudy/clear, land surface type, sunglint, day/night, and snoiwic8.these
statisticsare noted by a $iix to the SDS name (_Liquid,Dust etc). Additional detail and
documenttion arealways provided in the local attribufiong_namé attached to ez L3
SDS within the HDF file. Table 2 lists the various L2 products that have this aggregation

information avaihble for use in L3.

Table 2. L2 parameters that are aggregated in k8vel

i ; Al tion Used
Product Family Aggregation Property ggrega ';’” se
Aerosol
04_L2 Dust, Smoke, Sulfate Yes
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Water Vapor

05 L2 Clear, Cloudy Yes
Cirrus Detection n/a No
06_L2 (CD)

Cloud Top Properties .

06 L2 (CT) Day, Night Yes
Cloud Optical Liquid Water, Ice, Undetermined, Combined

Properties Phase Clouds Yes
06_L2 (OD) Single Layer (1L), Multi Layer (ML) Clouds

Atmosphere Profile

07 L2 n/a No

3.1.2 QA weighting ostatistics based on confidence

QA weighting refers to the ability to weight more heavily what are expected to be more
reliable L2 input pixels in the computation of L3 statistics. There are four levaisliaibil-
ityd or Aconf i de QA EafideneetFlags.y Theasd feur l&/@re: No Confi-
dence or Fill QA = 0), Marginal ConfidenceQA = 1), Good ConfidenceQA = 2), or Very
Good Confidence (QA = 3)QA weighted statistics always have the identifying stiQ#\o
somewhere in th&cientific Data Set (SDS) nanffor example:iQA_Meart). Additional
detail on the flags used to perform the QA weighting can be found in the local attributes that
begin with the stringiQA. 0

Only six of the derived L3 Daily statistics have the ability to be QA weighted: Mean,
StandardDeviation, Logkhn, LogStandardDeviation, #Jncertainty, and LogMeanUn-
certainty. A seventh related statistic, the Confidence Histogram, does not aidwedio
the statistics by confidence, but does compute (sum) the counts of the various confidence
categories sde relative populations of QA confidence categories can be analyzed.

QA Weighted Statistics are computed by weighting all L2 pixels by their QA confidence

flag valuegiven in Table 3, using the equation below:

L3 QA Weight edow/Stwwati sti c H1)x
where,

L2 data value =l;,
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L2 QA value =w; (weight =0, 1, 2, 3)

Table 3. The weighting given in L3 QAveighted statistical computations to various L2 QA Confidence
categories

L2 Confidence QA Value Weighting in L3 QA -Weighted Statistics

L2 pixels with QA =3 (very good

confidence) are givena 3x weighting

L2 pixels with QA =2 (good confidence) are given a 2x weighting

L2 pixels with QA =1 (marginal

confidence) are givena 1x weighting

L2 pixels with QA =0 (no confidence) are givena Ox weighting (i.e. ,t heydr e exc

So while @ nonHill QA = 0 pixels areincluded in regular statisticshey are screened
(removed) from QA weighted statistickor example: if a L3° grid cell had three L2 pixels
to average, and one L2 pixel had a QA Confidewalue of 3, one had a value of 1, and one
had a value of Othen L2 pixel with QA= 3 will have threeimes more weighting when
computing the L3 gridded mean than the ©A pixel, and the QA= 0 pixel would not be
used at all in the QA weighted mean (it would however still be used in the regular mean,
where no QA weights are applied)This technique allows for the creation of L3 (QA
weighted) statistics that can selectivekcludeno confidencéor experimental) L2asults.

Confidence Histograms are computed by totaling the pixel counts (notentlagsbe
subsampled, see Tablgifh each L31° grid cell of a L2 parameter that fell in one of the four
confidence categories deied above.

Finally note that for regular (non Qweighted) statistics, all L2 pixels are givegual
weightin the L3 statistical computation; and G20 (no confidence) naefill L2 input pixels

areincludedin the computation of statistics.

3.2 Types ofdaily statistics computed
A total of 14 different general types of statistics are computed in the gadduct.

These general statistical categories are Simple StatiQisyeighted Statists, Fraction
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Statistics,Log Statisics, Uncertairty Statistics,Regression Statiss¢ Pixel Counts Confi-

dence Histogram$arginal Histograns, andJoint Histograms

Statistics in the Daily file are always based on the set of L2 input pixeldroeadhe

four L2 input product files: Aerosol, Water Vapor, Cloud, and Atmospheric Profile.

Users should note that addition to regular simple statistick?2 QA Confidence flags

are also ignored in the L3 computation of pixel count, histogram, joitaignégm, and regres-

sion statistics.

3.21. Simplestatistics

1 Mean. Statistics always have the Scient i ¢ Dat a Set (MedwsS)

and are computed by taking an unweighted average of L2 [satsetimes sampled,

see Table lwithin agiven 1° L3 grid cell.

1 Standard Deviation. Statistics always have the Scientific Data Set (SDS) name

suffix A_Standard_Deviatian and are computed bgalculating an unweighted

standard deviation of all L2 pixe{sometimes sampled, see Tabjewithin a given

1° L3 grid cell.

1 Minimum . Statistics always have the Scientific Data Set (SDS) name suffix

A _Minimumo and are computed by finding the minimum ualof L2 pixels

(sometimes sampled, see Tabjevithin agiven 1° L3 grid cell.

1 Maximum. Statistics always have the Scientific Data Set (SDS) name suffix

A Maximund and are computed by finding the maximum value of L2 pixels

(sometimes sampled, see Tabjevithin a givenl® L3 grid cell

3.2.2. QA-weighted simple statistics

1 QA Mean. Level 2 Confidence QA Flags that indicate the quality of each L2 pixel

are used to weight the pixels when computing the L3 mean $sation 3.1.or

details on QAweighting).

1 QA Standard Deviation. Level 2 Confidence QA Flags that indicate the qualfty o
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each L2 pixel are used to weight the pixels when computing the L3 standard deviation

(see Section 3.2 for details on QAveighting).

3.2.3. Fraction statistics.These statistics are only used for computirogidifraction
i Fraction. Estimates of cloud fraction based on L2 pixel data. Some fractions are
computed from QA Flags that describe the cloudiness of the scene and some directly

from the L2 Cloud Fraction SDS data.

3.2.4 Pixel count statistics These statistics are only compufied some parametersit is
similar to a histogram computation excémtinstead of multiple bins there is only a single
bin that covers the full range of abnHill L2 data hatareread in foreach L3 1°x 1° grid
cell.

1 Pixel Count The count of all notiill L2 pixel data that are read in andel to

compute statistics at L3.

3.2.5. Logarithm statistics These statistics are only roputedfor cloud optical thickness
(tc) parameters.Because of the curvature of cloud reflectaasea function obptical thick-
ness, the mean optical thickness of an ensemble of pixels does not correspond to the mean
reflectance (or albedo) of those pixeldowever, the mean of logy{) approximates the radia-
tively-averaged optical thickness because reflectancesglasgta function ofog(tc) is linear
over awide range of optical thickness (excluding small and large valuEsat is, the mean
of log(tc) gives an optical thickness that approximately corresponds to the average reflec-
tance of the pixels that compridee mean.The accuracy of this approximation depends on
the nature of the optical thickngsobability density functionRDF). Studies on the validity
of this approximate for MODIS scenes have been reported by Oreopoulos et al. (B007).
similar studyon ice clouds by the same authors is ongoing

1 Log Mean. L2 cloud optical hicknessest¢) are converted to base 10 logBhusa

tc of 100 would be converted to a value of 2.0caf 10 would be converted to a
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value of 1.0, a@¢ or 1.0 would be corerted to a value of &g t; of 0.1 wauld be
converted to a value 6fL.0, and finally & of 0.01 waild be converted to a value of
12.0. So tl valid range of this statistic i12.0 to 20 (corresponding to dataalues
ranging from 0.01 to 100 Once tle log vaues of the L2 input pixel data are
calculatedadaily mean value oéll the log values is computed.

Log Standard Deviation L2 cloud optical hicknessest¢) are converted to base
10 logs and a standard deviation value of all the L2 log vaduesmputed.

QA Log Mean. L2 cloud optical hicknessest¢) are converted to base 10 logs and
a QA-weighted mean value of all the L2 log values is computed (see Sectidrids.1.
details on QAweighting).

QA Log Standard Deviation L2 cloud optical hicknessest() are converted to
base 10 logs and a Q&eighted standard deviation value of all the L2 log values is

computed (see Section R1for details on QAveighting).
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3.2.6 Uncertaintystatistics These statistics are only reported for a few selected Cloud Op-
tical Property parameterd.he uncertainty estimate accounts for three error sources only (in-
strument calibration/modeling error, surface albedo, atmospheric corrections), and as such
should beconsidered an expected minimum uncertainty, i.e., the inclusion of additional (un-
correlated) error sources will increase the uncertainty. Daily uncertainty calculations assume
all pixel-level error sources are correlated within a grid btixshould benoted that L2ain-
certainties are reported in percentage (valid range 0 to 20@P®&se are called relative un-
certainties. In L3uncertainties are reported as absolute uncertainties in the same units as the
parameter whose uncertainty is being measuigal.convert these back into relative uncer-
tainties (%) one must divide the Licertainty by the L3nean value of the parameter in
guestion. The conversion of relative to absolute uncertainties in the Daily (D3) file was done
to make the computation of timultiday (E3 and M3) uncertainties easier to add to the mul-
tiday production software.
1 Mean Uncertainty. An estimate of the absolute uncertainty that is derived from L2
pixel-level relative uncertainties.
1 QA Mean_ Uncertainty. An estimate of the QAveightd absolute uncertainty that
is derived from L2 pixelevel relative uncertainties (see Section.3.fbr details on

QA-weighting).

3.2.7. Logarithm ofuncertaintystatistics. An estimate of théog uncertainty that is derived
from pixellevel uncetainties.
1 Log Mean Uncertainty. An estimate of the log uncertainty that is deriveaim
pixel-level uncertainties.
1 QA Log Mean Uncertainty. An estimate of the QAveighted log uncertainty that
is derived from pixellevel uncertainties (see Sectidhl.2 for details on QA

weighting).
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3.2.8.

Histogram. A distribution of L2 pixels

1 Histogram. A histogram that contains pixel counts showing the distribution of non

3.2.9

fill L2 pixels that went into the computation of L3 statistics for each L3 grid cell.
Histogram bin boundaries are set by a local attribute attached to the histogram SDS.
Note that tlese L2 count values are sampled totals for Water Vapor, Cirrus Detection,
and Cloud Optical Property paneters (See Tablg.1It should also be noted that the
lowest (2 histogram bin includes L2 data points that fall on either the lowé&$t (1

bin bowndary or the % bin boundary (exactly). All subsequent bins only contain
points that fall on the higher bin boundary. Any L2 data point that falls outside the

specified range dbin boundaries is not counted.

Histogram ofconfidence A distribution of L2 pixellevel retrieval confidence
Confidence Histogram A histogram that contains pixel counts showing the number
of Questionable (QA= 1), Good (QA= 2), Very Good (QA= 3), and Total LeveP

Input Pixels (# notiill L2 Pixels) that went into the computation of L3 statistics for
each L3 grid cell.Note that these values are sampled totals for Water Vapor, Cirrus

Detection, and Cloud Optical Property parameters (Sbke Ta.

3.2.10 Joint histogram. A distribution of L2 pixels comparing one parameter against anoth-

er.

1 Joint_Histogram. A 2-dimensional histogram that contains pixel counts showiiag t

distribution of norfill L2 pixels when comparing one parameter against another.
Joint Histogram bin boundas are set by a local attribute attached to the
Joint_Histogram SDS in questiomNote that theseixel countvalues are sampled
totals for Cloud Optical #perty parametersSee Table 1 It should be noted that
only a few Cloud parameters have Joint Histograms dedin The binning logic
convention is as followghe lowest (1) histogram bin (for both parametersgiudes
L2 data pixelghat fall on either the lowest{Lbin boundary or the"? bin boundary
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(exactly). All sulsequent bins only contain pixethat fall on the higheibin
boundary. Any L2 pixels that fabutside the specifiedin boundary range are not
counted. Pixeldor both parameters must be definedo(ill) and within the

specified range ofib boundaries for either pixéb be bined.

3.211.Joint regression.A regression fit of L2 pixels comparing one parameter against an-
other. Note that these are only quuted for a few Aerosol parameters

1 Regression_Slope A computation of the regression slope that describes ther fibe
distribution of norfill L2 pixels when comparing one parameter againstiaer.

1 Regression_Intercept A computation of the regression intercept that describes the
linear fit distribution of nonfill L2 pixels when comparingpne parameter against
andher.

1 Regression R_squared A computation of the regressioAthat describes the liae
fit distribution of norfill L2 pixels when comparing one parateeagainst another.

1 Regression Mean Square Error. A computation of the regressionean squared
error (MSE) that describes the liae fit distribution of nonfill L2 pixels when

comparing one parartex against another.

3.3 Specialhandling logic in daily statistics
fiSpecial handlinglogic was introduced into the production software to add functionali-

ty or to mitigate problems in one or more parameters.

3.3.1. Partial retrieval fix for cloud optical thickness
A change in the L2 Cloud Optical Property retrieval algorithm allows for uncertain qual-
ity fipartial retrievalé in certain marginal retrieval conditions. In this case a Cloud Optical
Thickness retrieval is performed but no Cloud Effective Radius retrievdleedone. In this
case, the L2 Cloud Optical Property development team requested that these partial retrievals

be screened out from L3 statistical compiotzs.
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All Cloud Optical Thickness statistics have a unique local attribute called
fiMasked_With_QA_Usdelness_Flag which can be set to eith@frueo or AiFalse ANhen
this attribute is set to true, the L3 algorithm logic prevents partial retrieval data from infiltrat-
ing the CloudOptical Thickness statisticsThis logic is applied to all Cloud Opat Thick-

ness statistics.

4.0. Computation of L3 Multiday (8 -Day & Monthly) Statistics
There are a number of general Mailtiday algorithm characteriscs:

a) Only the L3 Daily files areused as input (Greatly improves algorithm
efficiency.)

b) L3 Daily and Multiday HDF files use an identical grid, SDS dimensions, and
histogram bin definitions. (This is an algorithm requirement.)

c) There is nofivalid rang® check, onlyfiFill_Valued g r is ére enivdrdally
excluded.

d) One of tree weightng schemes are used to computaltMay statistics from

Daily statistics.

4.1 Computational weighting schemes formultiday statistics

The weighting technique used for each SDS is documented ir3tikde Specification
(File Spec), which can be found on thdODIS Atmoghere web site nfods-
atmos.gsfc.nasa.gov/MODO08 NBec.htm). This information is also attached to each SDS
within the HDF file by a local attributealledfiweightingd i and if this isnot set tofiNonep
there is an additional local attribute cal@eighted Parameter_Data_Sewhich specifies
which SDS in the Daily-3 (input) file is used to weight the daily grid cell statistics in the
computation of the multiay statistics.

The various multiday weighting schemes used in L3 are:

a) Unweighted (a simple timeaveraged mean, meaningful for computing
temperature averages).
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b) Pixel-count weighted (a countaveraged mean, used to ensure computed means
match means computed from histograms)

c) Pixel-count weighted with pixelcount screen(special logic implemead for
Aerosotderived parameters to remove low confidence (low pixel count) daily
grids usually occurring at the poleward terminator of tb&ieval domain)

d) 3 Days (D3) Minimum Required to Populate M3. Starting in Collection 6.1
only, Aerosol rdated parameters in the Mohty (M3) produt required 3 valid
Daily (D3) gid cells to popula# MS3.. This reduced polar and snow
contaminaion.

Tabled4a summarizes what multiday weighting scheme is used for each broad set (group-

ing) of L3 parametersn Collection 6.0.

Table 4. Collection 6.0-- L3 Multiday (E3 & M3) weightingscheme useébr categories of parameters

Product Family Multiday Weighting Scheme * Detall

Aerosol . . L .
Unweighted Each daily grid given the same weight

04 L2

Water Vapor Each daily grid weighted by the pixel

P Pixel Count Weighted

05 L2 count

Cirrus Detection ) ) )
Unweighted Each daily grid given the same weight

06_L2 (CD)

Cloud Top Properties ) ) o )
Unweighted Each daily grid given the same weight

06_L2 (CT)

Cloud Optical Properties Each daily grid weighted by the pixel

P P Pixel Count Weighted v 9 ) 9 Y P

06_L2 (OD) count (categorical, by phase)

Atmosphere Profile ] Each daily grid weighted by the pixel
Pixel Count Weighted

07_L2 count
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Table4b summarizeshe changes made in tmeultiday weighting scheme is ustx
Aerosotrelated M8 parametersn Collection 61.

Table 4. Collection 61 -- L3 Monthly (M3 only) weightingscheme usebr Aerosol parameters

Product Family Multiday Weighting Scheme * Detail

Aerosol o Minimum of 3 Daily (D3) gr id cells req &
3 Day Minimum to Populate )

04_L2 to populate a Mont hly (M3) grid .

4.2. Types of multiday statistics computed

A total of 12different general types of statistics are computed in the multiday (Eight
Day or Monthly) produd. They are grouped into broad categories and always computed in
pre-determined sets.

Statistics in the Eht Day and Monthly files are always based on the set of L3 Daily
pixels read from the L3 Daily input product files that cover the time period being summa-

rized (8 days or 1 month).

4.2.1. Simple statistics based on the daily mean

Mean_Mean and Std_Deviation_Mean statistics can either be unweighted or weighted
depending on a local attribute setting (set per instructions from the L2 algorithm team) in the
HDF structure file. An unweightestatistic is computed by taking an average of all L3 daily
values for a giverd® x 1°L3 grid cell for the time period in questioWVeighted statistics are
computed by using information stored in an SDS local attribute called
fWeighted_Parameter_Data_®dypically a Daily Pixel Count or Fraction SDS. To deter-
mine the technique used to weight the daily grids, refer to the local attfiemhtingd
found in the file specification or a local attribute altiadt to each SDS in the HDF file.

1 Mean Mean The Scientific Data Set (SDS) name suffixMean_Mean stands for

fMean oft he Dai ly Mean. o Thi s st a-filliDaily i ¢ i

Means from the L3 Daily files within the (eight day or monthly) time period being
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4.2.2.

4.2.3.

summarized. The averagingraputation uses the weighting scheme specified in the

| ocal attribute AWeighting. 0 -Welihg hst ecda, no
APiIi xel _Wei @hi{ &doed@is)d e n

Mean Std. The ScientificData Set (SDS) name suffix Mean_Std stand for
fiStandard Deviation of the Daily MearoThis statistic is computed by reading all

the nonfill Daily Means from the L3 Daily files within the (eight day or monthly)
time period being summarized and then computing their standard deviation.
Mean_Min. The Scientific Data Set (SDS) name suffixMean_Mird stands for
fiMinimum of the Daily Mean drhis statistic is computed by reading all the fitin

Daily Means from the L3 Daily files within the (eight day or monthly) time period
being summarized aneporting the minimum valueThere is never any weighting
performed for this statistic.

Mean Max. The Scientific Data Set (SDS) name suffixMean_Max stands for
fiMaximum of the Daily Mean @ his statistic is computed by reading all the fitin

Daily Means from the L3 Daily files within the (eight day or monthly) time period
being summarized and reporting the maximum value. There is never any weighting

performed for this statistic.

Simple statistics based on the daily standard deviation

Std_Deviation_Mean The Scientific Data Set (SDS) name suffix
fiStd_Deviation_Meamis a proxy forfiMean of the Daily Stadard Deviation drhis
statistic is computed by reading all the #dinDaily Standard Deviations from the

L3 Daily files within the (eight day or monthly) time period being summarized, then
averaging the standard deviations using the same weiglas used for the

Mean_Mean.

QA-weighted statistics based on the daily mean

All Mean and Standard Deviation statistics computed can either be unweighted or
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weighted depending on a loaitribute setting in the HDF structure file. An unweighted sta-
tistic is computed by taking an average of all L3 daily values for a di%&3 grid cell for

the time period in question. A weighted statistic is computed by using a
fWeighted Parameter_Dat8et typically a Pixel Count or Fraction SDS, to weight each of
the Daily grid cell values. To determine the technique used to weight the daily grids, refer to
the local attributéiWeightingd found in the file specification or a local attribute attacted

each SDS in the HDF file.

1 QA Mean Mean The Scientific Data Set (SDS) name suffi A_Mean_Mean
stands forfiMean of the Daily QAwveighted Mean 0OThis statistic is computed by
averaging all the nefill Daily QA -weighted Mean grid cells from the L3 Daily files
within the (eight day or monthly) time period being summarized using the same
weighting used for the Mean_Mean.

1 QA Mean_ Std The Scientiic Data Set (SDS) name suffiQA_Mean_Std stands
for AStandard Deviation of the Daily Q#eighted Mean @ his statistic is computed
by reading all the nofill Daily QA -weighted Means from the L3 Daily files within
the (eight day or monthly) time pedobeing summarized, then computing their
standard deviation.

1 QA Mean Min. The Scientific Data Set (SDS) name suffiQA_ Mean_Mird
stands fofiMinimum of the Daily QAweighted Mean 0 Thi scomputadt i st i c
by reading all the nafill Daily QA -weightedl Means from the L3 Daily files within
the (eight day or monthly) time period being summarized and reporting the minimum
value There is no additional weighting performed for this statistic.

1 QA Mean Max. The Scientific Data Set (SDS) name suffiQA Mean Maxo
stands fofiMaximum of the Daily QAweighted Mean 0 Thi scomputadt i st i c
by reading all the nafill Daily QA -weighted Means from the L3 Daily files within
the (eight day or monthly) time period being summarized and reporting the maximum
value There is no additional weighting performed for this statistic.
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1 QA_Std_Deviation_Mean The Scientific Data Set (SDS) name suffix
AQA_Std_Deviation_Meamis a proxy fofiMean of the Daily QAweighted Standard
Deviation dhis statistic is computed bgading all the nofill Daily QA -weighted
Standard Deviations from the L3 Daily files within the (eight day or monthly) time
period being summarized, then averaging the standard deviations using the same

weighing as used for the Mean_Mean.

4.24. Fraction statistics. These statistics are only used for computing cloud fraction
1 FMean. Mean of the Daily Cloud Fraction

1 FStd. Standard Deviation of the Daily Cloud Fraction

4.2.5. Pixel countstatistics. These statistics are only computed for some parameters. It is
similar to a histogram computation excémtinstead of multiple bins there is only a single
bin that covers the full range of abnill L2 data that are read in for each L3 1° x 1° grid
cell.
1 Pixel Count. The count of all notiill L2 pixel data thatareread in and used to
compute statistics at L3. This is computed by simply summing the Daily Pixel Count

SDS.

4.26 Logarithmstatistics. These stistics are only computed for cloud opticaickness
parameters. The mean statistic is typically weighted usingiRhesl Weighted scheme,
which weights each daily mean by a gixxcount SDS (this allows the multiday means to
match those computed from histograms

1 Log Mean Mean. Mean of the Daily Log Mean.
Log Mean_ Std Standard [@viation of the Daily Log Mean.
Log Mean_ Min. Minimum of the Daily LogMean.

Log Mean Max. Maximumof the Daily LogMean.

= =2 =4 =2

Log Std Deviation Mean Mean of the Daily Log Standafeviation.
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1 QA Log Mean Mean Meanof the Daily QA LogMean.

1 QA Log Mean_ Std Standard Dewtion of the Daily QA Log Mean.

1 QA Log Mean_ Min. Minimum of the Daily QA LogMean.

1 QA Log Mean Max. Maximum of the Daily QA LogMean.

1 QA Log Std Deviation Mean Mean of the @ily QA Log Standard Deviation.

4.2.7. Uncertaintystatistics. Thesestatistics ar@nly reported for a few selected Cloud Op-
tical Property parameterddonthly uncertainty calculations are derived from daily uncertain-
ties; calculations assume that individual daily uncertainties are uncorrelated with respect to

each other.The equationd compute multiday uncertainties is as follows.

Uncertainty:\/a wzsz/\/a w, o, 2)

1

where,
si = DailyUncertainties
wi = DailyPixelCountWeights
It should be noted that L2naertainties are reported in percentage (valid range O to
200%)71 these are calletklative uncertainties. In L3naertainties are reported as absolute
uncertainties in the same units as the parameter whose uncertainty is being measured. To
convert thes back into relative uncertaies (%) one must divide the Licetainty by the
L3 mean value of the parameter in question. The conversion of relative to absolute uncer-
tainties in the Daily (D3) file was done to make the computation of the multidayn(EB!3)
uncertainties easier to add to the multiday production software.
1 Mean_ Uncertainty. A multiday absolute uncertainty estimate derived from the daily
absolute uncertainty estimate.
1 QA Mean Uncertainty. A multiday QAweighted absolute uncertainty eséte

derived from the daily QAveighted absolute uncertainty estimate.

4.2.8. Logarithm of uncertaintgtatistics. An estimate of the log uncertainty that is derived
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from pixellevel uncertainties

T

4.2.9.

Log Mean_ Uncertainty. A multiday absolute log uncertainty estimate derived from
the daily absolute log uncertainty estimate.
QA Log Mean_ Uncertainty. A multiday QAweighted absolute log uncertainty

estimate derived from the daily @&eighted absolute log uncertainty estimate.

Histogram. A distribution of L2 pixels.

Histogram. A histogram that contains pixel counts showing the distribution of non

fill L2 Pixels that went into the computation of L3 ti#ics for each L3 grid cell. In

the eight day and monthly products, this is computed by simply summing the daily
counts in each histogram bin. Histogram bin boundaries are set by a local attribute
attached to the histogram SDS. Note that these L2 eaiures are sampled totals for
Water Vapor, Cirrus Detection, and Cloud Opticadgerty parameters (See Table 1

It should also be noted that the lowest) (iistogram bin includes L2 data points that

fall on either the lowest ) bin boundary or th 2 bin boundary (exactly). All
subsequent bins only contain points that fall on the higher bin boundary. Any L2 data

point that falls outside the specified range of bin boundariest counted.

4.210. Histogramof confidenceA distribution of L2pixel-level retrieval confience

T

Confidence Histogram A histogram that contains pixel counts showing the number
of Questionable (QA= 1), Good (QA= 2), Very Good (QA= 3), and Total LeveP

Input Pkels (# noHfill L2 Pixels) that went into the computation of L3 statistics for
each L3 grid cell.Note that these values are sampled totals for Water Vapor, Cirrus
Detection, and Cloud Optical&perty parameters (See Tab)e In the eight day and

montly products, this is computed by simply summing the daily counts in each bin.
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4.2.11.Joint histogramA distributionof L2 pixels comparing one parameter against anoth-
er.

9 Joint_Histogram. A 2-dimensional histogram that contains pixel counts showing the
distribution of noHfill L2 Pixels comparing one parameter against another. It should
be noted that only a feWloud parameters have Joint Histograms defined. In the
eight day and monthlyrpducts, this is computed by simply summing the daily counts
in each joint histogram bin. Histogram bin boundaries are set by a local attribute
attached to the histogram SDS. Note that these L2 count values are sampled totals for
Cloud Optical Poperty @mrameters (See Tablg. 11t should also be noted that the
lowest (B) histogram bin includes L2 data points that fall on either the lowé&$t (1
bin boundary or the™ bin boundary (exactly). All subsequent bins only contain
points that fall on the higer bin boundary. Any L2 data point that falls outside the

specified range of bin boundaries are not counted.

4.2.12.Joint regressionA regression fit of L2 pixels comparing one parameter against an-
other. Note tht these are only computed for a few Aerosol parameters

1 Regression_Slope An unweighted mean of the Daily regression slope that describes
the linarfit distribution of L2 pixels when comparirane parameter against another.

1 Regression_Intercept An unweighted mean of the Daily regression intercept that
describes the lirer fit distribution of nonfill L2 pixels when comparingone
parameter against another.

1 Regression R squared An unweighted mean of the Daily regressioh that
describes the liree fit distribution of nonfill L2 pixels when comparing one
paraméer against another.

1 Regression _Mean Square Error An unweighted mean of the Daily regression
mean squared erroMSE) that describes the liae fit distribution of nonfill L2

pixels when omparing one pararter against another.
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5.0. Reading and Unpacking HDF File Data

Hierarchical Data Format (HDF) is the standard data format for all NASA Earth Observ-
ing System (EOS) data productBiDF is a multiobject file famat developed by the HDF
Group at the National Center for Supercomputing Applications (NCSA) at the University of

lllinois (www.ncsa.uiuc.edu

The HDF Group developed HDF to assist userthe transfer and manipulation of sci-
entific data across diverse operating systems and computer platformsFaosiragand C
calling interfaces and utilitiesHDF supports a variety of data typesDmimensional scien-
tific data arrays, tables, text astations, several types of raster images and their associated
color palettes, and metadat@he HDF library contains interfaces for storing and retrieving
these data types in either cprassed or uncompressed formats.

For each data object in an HDF filgredefined tags identify the type, aonmd, and di-
mensions of the datand the file location of various object¥he selfdescribing capability
of HDF files helps users to fully understand thedhlstructure and contents from the infor-
mation stored infte file itself. A program interprets and identifies tag types in an HDF file
and processes the correspimigddata.

Because maniarth science data structures need to be geolodhated{DF Group de-
veloped the HDFEOS format with additionatonventions and data types for HDF files.
HDF-EOS supports three geospatial data types: grid, point, and swath, providing uniform
access to diverse data types in a geospatial conedkMODIS Atmosphere Level 3 HDF
files use the grid geospatial datpey The HDFEOS software library allows a user to query
or subsetf the cortents of a file by Brth coordinates and time if there is a spatial dimension
in the data Tools that process standard HDF files also read HD¥S files; however, stand-
ard HDF lbrary calls cannot access geolocation data, time data, and product metadata as eas-
ily as with HDFEOS lbrary calls.

Finally, i1itoés important to not &O0%4hwhich al |
is based on HDF4. This file formatnst compatble with the newer HDF5 format; and there
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are no plans to ever switch to HDF5 for MODIS data.

5.1 Descaling the SDS data

The local attributesiscale_factay and fiadd_offset attached to each and every SDS,
are usd for the conversion of stordgacked)SDS integer data to geophysical floatingrpo
numbers. The formula to sieale the data follows conventional HDF usage (see HDF&Jser

Guide)
Geophysical Float Value = scale_factor * (Stored Integeld offset). 3

It is probably confusing to most users that the HDF convention calls the offset
fiadd_offseb even though & subtracted from the stored integer when unpacking the data. It
seems likely that this terminologyiginatedfrom the programmes, and not the end ussy
pergective, since to pack the ddlkee offset is adeld.

The units of the unpacked geophysiftalating point value are indicated by thgnitd
local attributethat isalso provided with each SDS.

The fivalid_rang@ local attributeappliesto the packed data (before-dealing). The
two valid range values given are the expected low and high valuadiebf{nonill) packed
data. Note thamo valid rangescreening on the inpwi2 dataor the output L3 dateas per-
formed. The reason for this is sometimes absolute valid ranges are difficult to determine in
advance and the algorithm developers wantex/tad the potential loss of good data. There-
fore users should not be surprised to find-fibrata points that fall outside the documented
valid range; however it should raise a flag for the user to make sure they are reading the data

correctly.

5.2. Definitions of local attributes
Attached to each Scientific Data Set (SDS) within an HDF file are a number of local at-
tributes. These local attributes serve as a key to unpack the data, drive the Ibgid.3n t

software, and finally provide domentation for end users.
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5.21. Localattributes used irall L3 files. There is a set of local attributes that can be used
in all L3 files (Daily,Eight-Day, and Monthly) Note that not all of these are attached to eve-
ry SDS (only the local attributes necessary are attached
1 long_name A character string description of the SDS.
1 units. Units of the unpacked data (if there are noufiiene®® i s speci fi ed) .
9 valid range. An array of wo numbers that describe the expected low and high
values (valid range) of the packed data (befapplying the scale and offset);
ignoring the Fill Value.
FillValue. The value of missingr fill data in the packed SDS
scale factor The scalingactor used to unpack thetdgsee Eq. (2)).

add offset The dfset used to unpack thetdasee Eq. (3)

= =2 =4 =2

Statistic_Type A fixed string that pecifies thestatistical group (This attribute

drives the logic in the operational production program

1 Quality Assurance Data Set This gecifies which L2 SDS to read to obtain the
L2 QA. (InE3 and M3HDFfiles this is for documentation only.)

1 QA Byte. Specifieswhich L2 SDS byte to read to obtain the L2 QA (in the E3 and
M3 files this is for docum@ation only).

1 QA Useful Flag Bit Specifies which L2 SDS bit to read to obtain the L2 QA
Useful Flag bit (In E3 and M3HDF files this is for documentation only.)

1 QA Value Start Bit. Specifies which L2 SDS bit to begin reading to obtain the L2
QA Confidence Flag (In E3 and M3HDF files this is for documentation only.)

1 QA Value Num Bits Specifies the number of L2 SDS bits to read tcaobthe L2
QA Confidence Fg (InE3 and M3HDF files this is for documentation only.)

1 Aggregation Data Set Specifies which L2 SDS to read to obtaihet L2
Aggregation information. (l the E3 and M3DF files this is for documentation
only.)

1 Aggregation Byte Specifies which L2 SDS byte to read to obtain the L2
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Aggregation information (in the E3 and M3 files this is for doeatation only).

1 Aggregation Value Start Bit Specifies which L2 SDS bit to begin reading to
obtain the L2 Aggregation information (In E3 and M3HDF files this is for
documentation only.)

1 Aggregation Value Num_Bits Specifies the number of L2 SDS bits to read to
obtain the L2 Aggregation information (In E3 and M3HDF files this is for
documentation only.)

1 Aggregation_Valid Category Values Specifies all the Aggregation values that are
valid (not fill). (In E3 and M3HDF files this is for documentation only.)

1 Aggregation Category Values Specifies all the Aggrgation values that are to be
used to aggregate the statistin E3 and M3HDF files this is for documentation
only.)

1 Level 2 Pixel Values Read AsA fixed string that tellshie operationgbroduction
program what the format is of the Liout data (byte, integer, real).

1 Included Level 2 Nighttime Data A documentionstring telling the use if the
Statistic contains any nightie data. (Set to True or False.)

1 Histogram_Bin_Boundaries An array of numbers describing the histogram bin
boundaies of the primary parameter.

1 Joint_Parameter Histogram_Bin_Boundaries An array of numbers desciily
the histogram bin boundas of any secondary parameter.s€d for Joint Histgram

statistics.)

5.2.2. Local attributes used in the L@aily file only. There is a set of localttributes that
areused only in the L3 Daily file.

1 Derived From Level 2 Data SetL2 SDS read to obtain the input data.

1 Masked With QA Usefulness Flag Set tofiTrued or fiFalse olf True, the QA

Usefulness Flag is used to screen input.dgfehis attrbute is used to screen out
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partial cloud optial property retrievals from L3).

1 Wave Band Usedto specifywhatband to read when a L2 input parameter has more
than 1solution (wave_band).

9 Joint_Parameter Wave Band Used to specify what band to reatien a L2 input
parameter that is being used as a joint parameter in L3 has more than 1 solution

(wave_band).

5.23. Local attributes used in the L8ight day andmonthly file only. Therearea set of lo-
cal attributes that are used only in the L3 Eight Day and MonthlyTiteese are:
1 Derived From Level 3 Data SetDaily SDS read to obtain the input data.
1 Weighting. Specifieswhatweighting scheme is used to average the Daily L3 pixels
(see Section 4.1).
1 Weighted_Parameter_Data_Set Specifieswhat Daily SDS is used for weighting
the Daily L3 pixels. This local attribute is use$pecified)only when Weighting =

ATrue 0

6.0. Usingthe MODIS-Atmosphere Web Site
A userfriendly webbased interfacen the MODISAtmosphere web sitean be used to
view primary statistics irall the MODISAtmosphere L3 data products. éds may seldc
any daily, 8day, or monthly HDF filegnd any group of paranees to view (see Figurid).
Once you select the product group, dat e, and

ages (see Figurebl
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Figure 4. The webbased interfac¢hat allows viewing of primary statistical images in all L3 HDF
files. A usefrremd eptcdactidegrowe,d the time perio

For Daily and Eight day products, images aaly be viewed in the nativatitude-
longitude (rectanguld) grid. For Monthly browse images both the native eearaile (ati-

tudelongitude)grid, as well as an equarea HammerAitoff) grid are available.
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